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Abstract

Multimodal image-text memes are prevalent on the inter-
net, serving as a unique form of communication that com-
bines visual and textual elements to convey humor, ideas,
or emotions. However, some memes take a malicious turn,
promoting hateful content and perpetuating discrimination.
Detecting hateful memes within this multimodal context is
a challenging task that requires understanding the inter-
twined meaning of text and images. In this work, we address
this issue by proposing a novel approach named ISSUES
for multimodal hateful meme classification. ISSUES lever-
ages a pre-trained CLIP vision-language model and the
textual inversion technique to effectively capture the mul-
timodal semantic content of the memes. The experiments
show that our method achieves state-of-the-art results on
the Hateful Memes Challenge and HarMeme datasets. The
code and the pre-trained models are publicly available at
https://github.com/miccunifi/ISSUES

Disclaimer: This paper contains hateful content that
may be disturbing to some readers.

1. Introduction
Multimodal image-text memes are a unique form of

memes that combine visual elements and textual content to

convey humor, ideas, or emotions. Unfortunately, some of

them are used to perpetuate discrimination against individu-

als or groups based on their identity [9]. Classifying hateful

memes is particularly challenging, as their true intent subtly

emerges only when text and images are integrated. Figure 1

shows some examples of multimodal memes where innocu-

ous images and texts turn hateful when combined together.

The Hateful Memes Challenge [9] (HMC) played a piv-

otal role in advancing research on automated hateful meme

classification. The challenge presented curated memes

∗ Equal contribution

where visual and textual information were tightly inter-

twined, making the use of multimodal approaches essen-

tial. In particular, the organizers crafted non-hateful ”con-

founder” memes by altering only the image or text in the

hateful memes while preserving their overall context. These

confounder memes show that a seemingly harmless image

or text could turn hateful depending on the contextual cues

present in the other modality.

To tackle the hateful meme classification task we present

a novel approach named ISSUES (mappIng memeS to

wordS for mUltimodal mEme claSsification) that leverages

a pre-trained CLIP vision-language model and the recently

introduced textual inversion technique [1, 7]. Following the

terminology introduced in [7], we refer to textual inversion
as the process of mapping an image into a pseudo-word to-

ken residing in the CLIP token embedding space. ISSUES

introduces a powerful framework based on three key con-

cepts. First, by exploiting the textual inversion technique,

we enhance the multimodal capabilities of the model, al-

lowing the creation of a multimodal representation within

the textual embedding space. Second, we disentangle image

and text features and we adapt both embedding spaces to the

specific downstream task. Finally, inspired by [3], we de-

sign an effective multimodal fusion network. Experiments

show that our approach achieves SotA results on the chal-

lenging HMC [9] dataset and on the HarMeme [18] dataset.

We summarize our contributions as follows:

• We introduce ISSUES, a novel approach for multi-

modal meme classification which leverages textual in-

version in conjunction with a frozen pre-trained CLIP

vision-language model;

• To the best of our knowledge, this is the first work that

shows that textual inversion can be effectively used to

enrich the textual features in a classification task;

• The proposed method achieves SotA results on two

datasets: Hateful Memes Challenge and HarMeme.

This ICCV workshop paper is the Open Access version, provided by the Computer Vision
Foundation. Except for this watermark, it is identical to the accepted version;
the final published version of the proceedings is available on IEEE Xplore.
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Figure 1. Examples of multimodal image-text memes. Given a meme, we want to classify whether its content conveys hate. The proposed

ISSUES approach is more effective at evaluating the hatefulness of the memes than the state-of-the-art method Hate-CLIPper.

2. Related Work

Hateful Meme Classification Hateful meme classification

has gained prominence as an emerging multimodal task, es-

pecially thanks to Facebook’s organization of the Hateful

Memes Challenge (HMC) [9], which established a bench-

mark dataset. HMC provided some baselines as a compar-

ison for the competitors, such as VilBERT [15] and Visu-

alBERT [13]. The challenge report [8] showed how all the

top five submissions [14, 17, 22, 23, 24] outperformed the

baselines, but mainly thanks to the use of external data, ad-

ditional input features and/or ensemble models.

After the end of the competition, other methods have

been presented. For instance, [5] proposes PromptHate,

a prompt-based model that prompts pre-trained language

models to perform hateful meme classification. Most simi-

lar to our work is Hate-CLIPper [10], which explicitly mod-

els the cross-modal interactions between the CLIP image

and text features through intermediate fusion, thanks to a

feature interaction matrix. Similarly to Hate-CLIPper, we

rely on CLIP, but we introduce a 2-stage training approach

that involves a Combiner network to fuse the features and

the use of textual inversion to obtain a multimodal represen-

tation within the textual embedding space.

Textual Inversion Textual inversion has emerged as a pow-

erful approach for the personalized image generation task

in the domain of text-to-image synthesis [7, 11, 20]. For

instance, [7] employs the reconstruction loss of a latent dif-

fusion model to carry out textual inversion.

More recently, textual inversion has also been employed

in virtual try-on [16] and personalized [6] and composed

image retrieval [1,21]. In particular, [1] proposes SEARLE,

an approach that involves training a textual inversion net-

work φ with a distillation-based loss.

3. Proposed Approach

3.1. Preliminaries

CLIP The CLIP [19] vision-language model is designed to

align visual and textual data within a common embedding

space. It comprises a visual encoder denoted as VE and a

text encoder denoted as TE . These encoders extracts fea-

ture representations VE(I) ∈ R
d and TE(EL(Y )) ∈ R

d

from an input image I and its corresponding text caption Y ,

respectively. Here, d represents the dimension of the CLIP

embedding space, and EL signifies the embedding lookup

layer that maps each tokenized word in Y to the CLIP token

embedding space W .

SEARLE SEARLE [1] is an approach that involves train-

ing a textual inversion network, denoted as φ, by distilling

knowledge from an optimization-based method. This net-

work exhibits the remarkable capability of efficiently per-

forming textual inversion in a single forward pass. Given

an image I , the φ network maps its CLIP visual features,

represented by VE(I) ∈ R
d, into a pseudo-word token

v∗ within the CLIP token embedding space W , such that

v∗ = φ(VE(I)) ∈ W . The pre-training of the textual inver-

sion network φ aims to ensure that the pseudo-word token

v∗ not only captures the visual information of I but also

enables effective interactions with actual words.

3.2. ISSUES

Figure 2 shows an overview of the approach. ISSUES fo-

cuses on three main areas: (1) enhancing the textual repre-

sentation of the meme through textual inversion; (2) adapt-

ing the embedding spaces of the pre-trained model using

linear projections; (3) employing an expressive multimodal

fusion function.

Enhancing textual representation As reported in [19], the

CLIP model exhibits strong performance in vision-language

semantic tasks by utilizing only an image overlaid with

some text. This underscores the efficacy of the CLIP visual

encoder capabilities in directly extracting meaningful tex-

tual semantic information from raw pixel data, thus creating

a powerful multimodal representation. To further enhance

the expressiveness of the approach, ISSUES aims to inte-

grate the visual information of a meme within the textual

embedding space, thereby generating a multimodal repre-

sentation also within this domain.

To this end, we employ the textual inversion tech-

nique [7], which involves mapping the image of a meme

IM to a pseudo-word token v∗ residing in the CLIP token
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Figure 2. Overview of the proposed approach. We disentangle CLIP common embedding space via linear projections. We employ textual

inversion to make the textual representation multimodal. We fuse the textual and visual features with a Combiner architecture. EL

represents the CLIP embedding lookup layer. φ indicates the SEARLE textual inversion network [1].

embedding space W . To achieve this mapping efficiently

and effectively, we leverage the pre-trained textual inver-

sion network φ proposed in SEARLE [1]. Let S∗ repre-

sent the pseudo-word associated with v∗. Instead of relying

solely on the text of the meme {meme text}, we compute

the textual features from the following prompt: “a photo of

S∗, {meme text}”. Remarkably, thanks to the textual inver-

sion process, these text features encompass both textual and

visual information, offering a powerful multimodal repre-

sentation of the meme.

Adapting the embedding spaces The pre-training tasks

of both φ and CLIP aim to align text and image represen-

tations in a shared multimodal latent space. However, this

alignment is not suitable for our task, as memes often con-

tain text and images with different meanings. Thus, it is

crucial to disentangle image and text representations in the

shared multimodal latent space. To achieve this, follow-

ing [10] we train linear projections after freezing the φ and

CLIP encoders to adapt the embedding spaces. This way,

we effectively disentangle the image and text modalities,

enabling the learning of two distinct embedding spaces that

are better suited for our specific task.

To effectively adapt the embedding spaces to our task,

we follow [2] by adopting a two-stage training strategy. In

the first stage, we pre-train the linear projection of the CLIP

visual encoder using the same approach and architecture

described in [10]. This step allows us to achieve the de-

sired adaptation while retaining the valuable prior knowl-

edge captured in the pre-trained encoders. However, pre-

training the textual encoder projection layer using the same

approach is not optimal due to the presence of textual inver-

sion, since the pseudo-word tokens generated by φ would

not be incorporated in the pre-training phase.

To address this issue we introduce a second stage of

training, where we train the textual and φ projection layers

in conjunction with the multimodal fusion function.

Multimodal fusion function Inspired by [3], we adopt the

Combiner network as the multimodal feature fusion func-

tion in ISSUES. Combiner is designed to take two mul-

timodal representations as input. The first representation

originates from the pre-trained projection of the CLIP visual

encoder. The second representation stems from the projec-

tion of the output of the CLIP text encoder augmented with

the textual inversion, resulting in a multimodal embedding

within the projected CLIP textual embedding space. We ar-

gue that utilizing two multimodal representations empowers

the Combiner and enhances its capability to capture the nu-

anced semantics of memes. The primary objective of the

Combiner is to produce a meaningful combined representa-

tion, which then serves as input to an MLP for performing

the final classification.

4. Experimental Results
For all the experiments, we employ the ViT-L/14 as the

backbone for CLIP. The whole system is trained with a stan-

dard binary cross-entropy loss.

4.1. Datasets

We employ two datasets for the experiments: HMC [9]

and HarMeme [18]. HMC was proposed by Facebook for

the Hateful Memes Challenge and contains 8500, 500, and

2000 synthetic memes in the training, development seen and

test unseen sets, respectively. The hatred in HMC is aimed

mainly at religion, race, disability, and sex. HarMeme is

composed of COVID-19-related real-world memes labeled

with three classes: very harmful, partially harmful, and

harmless. Similarly to [5], we combine the first two classes

in a single hateful class. HarMeme contains 3013 and 354

memes for the training and test sets, respectively.

4.2. Quantitative Results

We compare ISSUES with baselines and competing

methods in Tabs. 1 and 2 for the HMC test unseen and

HarMeme test sets, respectively. We do not consider Dis-

MultiHate [12] and PromptHate [5] for the HMC dataset

because the original papers report only the results on the

dev seen split and the pre-trained models are not public.
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Method Acc. AUROC

CLIP Text-Only† 63.50 63.43

CLIP Image-Only† 74.65 81.35

CLIP Text + textual inversion† 76.65 83.31

CLIP Sum† 76.80 82.92

VisualBERT COCO [13] 69.95 74.59

ViLBERT CC [15] 70.03 72.78

HMC 2nd prize [17] 69.50 83.10

HMC 1st prize [24] 73.20 84.49

Hate-CLIPper† [10] 77.15 84.36

ISSUES 77.70 85.51

Table 1. Quantitative results for the HMC test unseen set. Best

scores are highlighted in bold. Methods marked with † were eval-

uated by us since the corresponding results are not available.

Method Acc. AUROC

CLIP Text-Only† 79.38 87.00

CLIP Image-Only† 83.90 91.59

CLIP Sum† 81.92 91.62

DisMultiHate [12] 81.24 86.39

PromptHate [5] 84.47 90.96

Hate-CLIPper† [10] 83.90 91.87

ISSUES 81.64 92.83

Table 2. Quantitative results for the HarMeme test set. Best scores

are highlighted in bold. Methods marked with † were evaluated by

us since the corresponding results are not available.

We evaluate the performance of the models using the AU-

ROC [4] – which was the primary evaluation metric for

Facebook’s Hateful Memes Challenge – and the accuracy.

The presence of confounders renders the HMC dataset

particularly challenging for unimodal methods and necessi-

tates robust multimodal reasoning, as evidenced by the poor

results obtained by CLIP Text-Only. However, employing

only the CLIP image encoder yields significantly better re-

sults, demonstrating its capability to extract representations

that capture the semantic meaning of both the image and

the overlaid text. When we enhance the CLIP textual en-

coder using the textual inversion (see CLIP Text + textual

inversion in Tab. 1), we successfully extract semantic visual

features from memes and transfer them into CLIP textual

embedding space. This process yields a meaningful multi-

modal representation, improving the results obtained by the

visual encoder and the sum of visual and textual features.

ISSUES outperforms all the baselines and prize winners

of the challenge. When compared to the current SotA ap-

proach Hate-CLIPper [10], the proposed method shows a

significant improvement. Since both models employ the

same CLIP backbone, the increase in the metrics is at-

tributable to the effectiveness and impact of the novel com-

ponents that constitute our approach.

Table 2 shows the results for the HarMeme dataset. Dif-

ferently from the HMC dataset, utilizing a uni-modal ar-

chitecture that considers only the text of the meme obtains

Method Combiner 2-stage TI Acc. AUROC

Base 77.15 84.36

� 77.80 84.68

� � 77.55 85.05

ISSUES � � � 77.70 85.51

Table 3. Ablation study on the test unseen set of the HMC dataset.

TI stands for Textual Inversion.

good results. Consequently, this dataset does not challenge

multimodal reasoning to the same extent as the HMC one.

However, since the memes are directly collected ”in the

wild” from social networks, they may exhibit lower quality,

but they provide valuable insights into real-world behaviors

and interactions. Therefore, the experiments on this dataset

offer an excellent opportunity to assess the generalization

capabilities of ISSUES. Remarkably, even in this scenario,

our model outperforms all existing SotA architectures.

4.3. Ablation Study

We present an ablation study on the HMC dataset in

Tab. 3. We start with the Hate-CLIPper architecture [10] as

the base model and gradually integrate the main parts of IS-

SUES: the Combiner network, 2-stage training, and textual

inversion. Finally, we measure their relative importance.

Replacing the fusion method in Hate-CLIPper with the

Combiner network results in a performance increase. The

Combiner enhances the expressiveness of the fusion func-

tion, thus improving its ability to model the semantic in-

teraction between text and image representations. The im-

provement observed with the two-stage training process un-

derscores the importance of carefully adapting the embed-

ding spaces to our specific task by disentangling the image

and text representation. Finally, by using textual inversion,

we provide two meaningful multimodal representations to

the Combiner network in both the visual and textual embed-

ding spaces, which enables better modeling of the semantic

meaning of the meme.

5. Conclusion
In this paper, we introduce ISSUES, a novel method for

classifying hateful memes. Our approach leverages CLIP

and textual inversion to generate meaningful multimodal

representations in both textual and visual domains. To adapt

the pre-trained models, we integrate trainable linear projec-

tions into our architecture and adopt a two-stage training

strategy. Also, we enhance the expressiveness of the fu-

sion function through a Combiner network, thus improving

the modeling of semantic interactions between the meme

representations. Experiments on the HMC and HarMeme

datasets show that ISSUES achieves SotA results.
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