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Abstract

In this paper, we present an approach for conditioned
and composed image retrieval based on CLIP features. In
this extension of content-based image retrieval (CBIR) an
image is combined with a text that provides information re-
garding user intentions, and is relevant for application do-
mains like e-commerce. The proposed method is based on
an initial training stage where a simple combination of vi-
sual and textual features is used, to fine-tune the CLIP text
encoder. Then in a second training stage we learn a more
complex combiner network that merges visual and textual
features. Contrastive learning is used in both stages. The
proposed approach obtains state-of-the-art performance for
conditioned CBIR on the FashionIQ dataset and for com-
posed CBIR on the more recent CIRR dataset.

1. Introduction

Content-Based Image Retrieval (CBIR) systems search
images in a database using as a query an input image, and
computing a distance between the visual features extracted
from the query and the features stored in the database. Re-
search in computer vision and multimedia has addressed the
problem of studying features that are discriminative enough
to deal with different images and that are robust enough to
deal with small variations of the same images.

Several variations of CBIR request that the user provides
some additional information regarding the intent or context
of the query image. For example, the interaction with a user,
that provides additional information on what is “similar” or
“dissimilar” according to them [27], is used in approaches
based on relevance feedback. More recently, CBIR systems
have been extended by asking the user to provide textual

HRPe CIRR FaVhiRQIQ

RefeUeQce IPage RelaWiYe caSWiRQ

HaV KRUQ lRgR RQ iW

Global ReVXlWV

Has Korn 
logo on it

HRPe CIRR FaVhiRQIQ

RefeUeQce IPage RelaWiYe caSWiRQ

HaV KRUQ lRgR RQ iW

Global ReVXlWV
OK OK

Is this what you were 
looking for ?

What do you 
want to 

change ?

Is this what you were 
looking for ?

Figure 1. Example of conditioned fashion image retrieval for e-
commerce applications. Product search is refined by the user pro-
viding details and constraints in natural language. The system uses
both visual and textual features to retrieve the desired result.

information that is added to the visual features of the im-
age. This task is called conditioned image retrieval since
the user typically adds some conditions that change some
visual aspects of the query image; this task is of interest to
implement interactive search systems for fashion [14, 37],
Figure 1 shows such a scenario. The task has been very re-
cently generalized as composed image retrieval, where the
query is composed as an image-language pair, and using
both visual and textual modalities to specify the user’s in-
tent [22].

In this work, we address both conditioned and composed
retrieval, the first applied to fashion and the latter to general
images. The proposed system combines visual and textual
features computed using the OpenAI CLIP network; in an
initial training stage the features are simply combined with
summation, with the goal of fine tuning the CLIP text en-
coder, then in a second training stage we learn a combiner
network that merges CLIP visual and textual features; con-
trastive learning is used in both stages. Despite the simplic-
ity of the approach, the proposed method achieves state-of-
the-art results on two commonly used datasets, FashionIQ
[37] for conditioned retrieval, and CIRR [22] for composed
retrieval.
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2. Related works
Several surveys provide an overview of CBIR ap-

proaches and their evolution in the past years. Zheng et
al. [40] and Zhou et al. [41] surveyed image search ap-
proaches including both methods based on engineered and
those based on learned features. More recently, Dubey [10]
has surveyed CBIR approaches based on deep learning.

Visual and language pretraining

The OpenAI CLIP [28] network has very recently obtained
remarkable results in multi-modal zero shot learning, and
more in general it performs consistently well on different
tasks despite not being directly optimized for a specific
benchmark, thanks to its generalization capabilities of both
images and text. CLIP learns associations between the im-
ages and textual descriptions using 400 millions of image-
text pairs scraped from the web for training. Effectiveness
of CLIP is still subject of study [1], although it has already
been successfully applied to different tasks like fine-grained
art classification [7], image generation [12], zero shot video
retrieval [11], event classification [20] and visual common-
sense reasoning [36]. Other approaches to learn image-text
alignment have been proposed in [6, 16]. ALIGN [16] uses
a dual-encoder architecture and is trained on a huge dataset
of 1 billion image-text pairs. Instead, the method proposed
in [6] is much more data efficient, exploiting contrastive dis-
tillation, and requires a training dataset that is 133× smaller
than that of CLIP.

Conditioned and combined image retrieval

This work is related to the recent problem of conditioned
fashion image retrieval [37], and with the very recent prob-
lem of composed image retrieval of generic images [22].

The first task has been addressed in a large number of
works. In [5], is presented a method based in a transformer
that can be seamlessly plugged in a CNN to selectively pre-
serve and transform the visual features conditioned on lan-
guage semantics. In [35] has been presented Text Image
Residual Gating (TIRG), a method that combines image and
text features using gating and residual features. In [30] the
authors combine graph neural networks and skip connec-
tions. In [19], the authors use two different neural network
modules, one for image style and one for image content.
In [17] a Correction Network is proposed to model explic-
itly the difference between the reference and target image
in the embedding space. In [9] is proposed a model called
Modality-Agnostic Attention Fusion (MAAF), designed for
composed image retrieval, treating the convolutional spatial
image features and learned text embeddings as modality-
agnostic tokens, that are then passed to a Transformer. In
[2] has been proposed ComposeAE, an autoencoder-based

model, to learn the composition of image and text features
using a deep metric learning (DML) approach. In [38] has
been proposed to measure the semantic differential relation-
ships between images with respect to a conditioning query
text using a method called CurlingNet. The main compo-
nents are two networks: the first delivers the source im-
age to the candidate cluster according to a given query in
an embedding space, while the second checks the attributes
highlighted in the query and learns the path from the center
of valid target candidates to the true target image. Condi-
tional image retrieval has been recently extended to a multi-
turn conversation in [39]. The proposed system uses Com-
poseAE [2] for combining image and text at each turn, feed-
ing it into a recurrent network according to the turn order.
A network that learns how to combine visual and textual
features computed from CLIP has been proposed in [3]. Fi-
nally, text-conditioned image retrieval has been addressed
in [14], where the authors present the SAC (Semantic At-
tention Composition) framework that operates in two steps:
firstly, the Semantic Feature Attention (SFA) module finds
the salient regions of the image w.r.t. the text and then the
Semantic Feature Modification (SFM) module determines
how to change the relevant parts of the image composit-
ing coarse and fine salient image features computed by SFA
with text embeddings.

Regarding the second task of composed image retrieval,
a new dataset called CIRR has been introduced in [22], con-
taining generic real-world images. The authors have also
proposed a baseline method, a novel model called CIR-
PLANT, based on transformers, that uses rich pre-trained
vision-and-language knowledge to modify visual features
conditioned on natural language.

Inspired by [3] our method explicitly considers a learned
manifold of visual and text features with the goal of learning
an additive transformation in the same space, and it does not
use any kind of spatial information.

Our contributions can be summarized as three aspects:

• We propose a novel fine-tuning scheme for condi-
tioned image retrieval using CLIP-based features. To
the best of our knowledge, we are the first to fine-
tune the CLIP text encoder in a non-conventional way
which breaks up the symmetry between the two en-
coders

• We propose a novel two-stage approach which inte-
grates the CLIP text encoder fine-tuning with the train-
ing of a Combiner network which learns to fuse the
multimodal features. Such approach achieves state-of-
the-art performance on FashionIQ and CIRR datasets.

• We perform a study that tries to explain the effects of
our approach on the feature distribution in the embed-
ding spaces and how these effects are related to perfor-
mance in the retrieval task.
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3. The proposed method

The goal of text conditioned and composed image re-
trieval is to retrieve the best matching image given a mul-
timodal input consisting of an image-text pair. I.e., given
an image (named reference image) and a text (named rel-
ative caption) which expresses some modification with re-
spect to the reference image, the aim of the retrieval is to
find the best matching image which satisfy both the visual
similarity constraints imposed by the reference image and
integrates the changes expressed by the relative caption. In
order to perform an effective retrieval, the system must be
able to understand both the semantics of the image and the
meaning of the text, to combine such multi domain infor-
mation and finally to perform the retrieval using the fused
representation.

In contrast to the most of the previous work like [9,
14, 17, 29, 38] that process text and image using different
models, in our approach we follow [3] which leverages the
image-text common embedding space obtained using CLIP
features. As shown in [28] the CLIP encoders realize a
common embedding space where analogous concepts, ex-
pressed through text or images, tend to have similar fea-
tures.

Although having a common embedding space between
text and images is a good starting point in the task we want
to address, it is still not enough. Ideally, we would like to
have a textual embedding space that contains displacement
vectors in the image embedding space since the conditioned
image retrieval task consists of moving between two points
in image space using textual information.

We do not have any sort of guarantee that CLIP common
embedding space has such additivity properties. Mathemat-
ically speaking: given an image of a dog (a) and the text
a photo of a dog (b), if we denote the CLIP image
encoder as ϕI and the CLIP text encoder as ϕT , the way
of CLIP is trained should guarantee that ϕI(a) ≈ ϕT (b).
However given an image of a black dress (x) and the rela-
tive caption is blue (y), denoting with (z) the image of
a blue dress, there is no guarantee that ϕI(x) + ϕT (y) ≈
ϕI(z).

To overcome this mismatch between the large scale pre-
training of CLIP and the downstream task we developed
a two-stage approach. In the first stage we fine-tune the
CLIP text encoder to adapt its embedding space to the task
we want to address. In the second stage we train a Com-
biner network which learns to fuse the multi-modal features
extracted with the CLIP image encoder and the fine-tuned
CLIP text encoder. The architecture of the Combiner net-
work is a slightly modified version of the Combiner network
presented in [3].

3.1. Text encoder fine-tuning

Figure 2 shows an overview of the text encoder fine-
tuning stage. In this stage we perform a fine-tuning of the
CLIP text encoder to reduce the task mismatch between the
large scale image-text pre-training and the downstream task.

Firstly we use the CLIP encoders to extract the features
from the training triplets. Then we combine the query fea-
tures with a simple element-wise sum followed by an L2-
normalization. Finally, with the aid of a contrastive loss
which takes as inputs the combined features and the target
features, the weights of the CLIP text encoder are updated.

With the fine-tuning of the text encoder using the sum as
a combination of query features we break up the symme-
try between the text and the image CLIP embedding spaces.
Such broken symmetry is a desirable effect in a task where
this symmetry does not exists: in conditioned image re-
trieval the objective is to move from a starting point (cor-
responding to the reference image) to a target point (corre-
sponding to the target image) on the image manifold using
textual information as a guide to achieve this movement.
As previously mentioned we need that the vectors in the
textual embedding space represent the displacement vectors
between two points in the image space

We decided to keep the image encoder frozen since we
are not interested in modifying the CLIP image embedding
space which is proven to be high quality and discriminative
[7, 20, 26, 28].

3.2. Combiner network training

Figure 3 shows an overview of the Combiner training
stage. The general framework of the training is the same
described in the text encoder fine-tuning stage. However,
in this stage we do not backpropagate the gradients updat-
ing the weights of any CLIP encoder, instead we train from
scratch a Combiner network which learns to combine the
multimodal query features so that such combination is as
near as possible to the target features in the image embed-
ding space.

The Combiner network, illustrated in Figure 4, is based
on architecture described in [3]. The Combiner outputs a
normalized sum of multiple components: a convex combi-
nation of text and image features and a learned text-image
mixture. Starting from the image and text features extracted
via the CLIP encoders, firstly we project them via a linear
layer followed by the ReLU function. Projected features are
then concatenated and fed to two different branches with a
very similar structure: two linear layers with a ReLU non-
linearity between them. The aim of the first branch is to
compute the coefficients of a convex combination between
the image and the text features; to accomplish this, a sig-
moid function is applied on the output of the branch. The
other branch outputs a learned mixture of text and image
features. The three contributions are finally summed and
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Figure 2. First stage of training overview. In this stage, using a contrastive loss, we fine-tune the CLIP text encoder to adapt its embedding
space to the conditioned image retrieval task.
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Figure 3. Second stage of training overview. In this stage, always using a contrastive loss, we train from scratch a Combiner network which
learns to fuse the multimodal features extracted with the CLIP encoders. At inference time the fine-tuned text encoder and the trained
Combiner are used to produce an effective multi-modal representation used to query the database.

L2-normalized. Dropout is applied after each layer to stabi-
lize the training process and reduce overfitting.

As illustrated in [3] the convex combination of text and
image features is essential to obtain state-of-the-art perfor-
mance allowing the Combiner to learn an offset from a good
starting point. This is another reason why the fine-tuning of
the CLIP text encoder is so important in our approach: since
the Combiner network training has proven to be very sensi-
tive to the presence and quality of a good starting point, the
fine-tuning we described earlier makes this starting point
even better, improving the performance of the entire ap-
proach.

3.3. Image Preprocessing

The standard image preprocess pipeline of CLIP is es-
sentially structured of two steps: a resize operation where

the smaller side of the image matches the CLIP input
dimension input dim followed by center crop operation
which results in a square patch input dim × input dim
output. Subsequently, as the ratio between the bigger side
and the smaller side increases, the area of the image lost
after the preprocess increases.

To overcome such loss of information the simplest ap-
proach is to perform a zero-padding to match the smaller
side to the bigger side (i.e. squaring the image). By doing
this we zero out the loss of content information attributable
to the center crop operation, however we lower the resolu-
tion of the useful portion of the image since the CLIP image
encoder input dimension is fixed.

Therefore in our experiments we decide to use a prepro-
cess pipeline which aims to find a compromise between the
aforementioned pipelines. An image is padded only if its
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Figure 4. Architecture of the combiner network. It takes as inputs the reference image features and the captions features and outputs a
fused representation. σ denotes the sigmoid function.

aspect ratio is above a fixed target. Furthermore, when such
padding is performed, the image is not squared but its as-
pect ratio is brought to the chosen target ratio. After such
adaptive padding, the center crop operation is performed.

3.4. Training Details

In both stages the training of the system is performed
with batches of triplets formed by: reference images, rela-
tive captions and target images. Following [19, 30, 35], as
contrastive loss, we employ the batch-based classification
(BBC) loss:

L =
1

B

B∑
i=1

−log{ exp{λ ∗ κ(ψi, ϕ
+
i )}∑B

j=1 exp{λ ∗ κ(ψi, ϕj)}
} (1)

Where ψi = fCombiningFunction(x
query
i , ti) are

the combined features of the query, and ϕ+i =
fImageEncoder(x

target
i ) is the representation of the

target image of that query. κ is a similarity kernel imple-
mented as a normalized dot product in our experiments and
λ is a temperature parameter which controls the range of
the logits. Following [28] we set the λ parameter to 100 to
ensure that the logits have sufficient dynamic range in order
not to penalize the training process. During the text encoder
fine-tuning stage the combining function is a simple sum
followed by a L2-normalization, while during the training
of the Combiner network the combining function is the
Combiner itself.

We perform experiments using two different CLIP mod-
els. The smallest one has a visual encoder based on a mod-
ified ResNet-50 (RN50) [13] architecture, it takes as input
images of 224 × 224 pixels and has an embedding dimen-
sion of 1024; its text encoder is a Transformer encoder [34]
with 12 layers, 8 heads and a width of 512. The biggest
one, denoted as RN50x4, has a visual encoder which fol-
lows the EfficientNet-style model scaling [32] and uses ap-
proximately ×4 the computation of a ResNet-50, it takes as
input images of 288×288 and has an embedding dimension
of 640; its text encoder is a Transformer encoder with with
12 layers, 10 heads and a width of 640.

Following the original CLIP training pipeline, in the text
encoder fine-tuning we used AdamW optimizer [23] with
a learning rate of 1e − 6 and a weight decay coefficient of
1e− 2. Due to GPU memory constraints the batch size was
set to 128. We fine-tuned the text encoder for 100 epochs.

In the Combiner training, both the CLIP encoders have
been kept frozen and the only trained part of the model is
the Combiner network. We used Adam optimizer [18] with
a learning rate set to 2e − 5. We trained the model for a
maximum of 300 epochs. The batch size was set to 4096.

We used the PyTorch library [25] throughout the experi-
ments. The target ratio in the preprocess pipeline was set to
1.25. Mixed-precision [24] was used to save memory and
accelerate training during both stages.

4. Experimental results

4.1. Datasets and metrics

FashionIQ [37] is a dataset for fashion conditioned image
retrieval that contains 30,134 triplets from 77,684 images
crawled from the web. The images are divided into three
different categories: Dress, Toptee and Shirt.

Following the standard experimental setting for this
dataset, we report as evaluation metrics the average recall
at rank K (Recall@K) at two different ranks: 10 and 50.
All the results are on the validation set since, at the time of
writing, test set ground-truth labels have not been publicly
released.

CIRR [22] (Compose Image Retrieval on Real-life im-
ages) is a dataset containing 21,552 real-life images taken
from the popular natural language reasoning NLV R2

dataset [31]. It contains 36,554 triplets randomly assigned
in 80% for training, 10% for validation and 10% for test.

The dataset has been designed to overcome two com-
mon issues that affect conditioned image retrieval datasets
(such as FashionIQ): non-complex images with too narrow
domain and the high number of false-negatives.

4963



The images of the dataset are grouped in multiple sub-
sets of six images that are semantically or visually similar.
The relative captions are collected so that they describe dif-
ferences between two images in the same subset. This is
done in order to have true-negative images with a high vi-
sual similarity.

The standard evaluation protocol proposed by the au-
thors of the dataset consists of reporting the recall at rank K
(Recall@K) at four different ranks (1, 5, 10, 50). Thanks to
the design of the CIRR dataset, the standard evaluation pro-
tocol also includes the RecallSubset@K metrics which con-
sider only the images in the subset of the query. This subset
metric has two main advantages: it is unaffected by false-
negative samples and, thanks to negative samples with high
visual similarity, it is able to capture the fine-grained rea-
soning ability of the methods.

4.2. Fine-tuning upshot

In this section we present a set of experiments which
demonstrate how the fine-tuning of the CLIP text encoder
brings actual benefits in terms of performance and helps the
Combiner network in its task.

For each backbone we perform four different experi-
ments varying the combining function and the CLIP text
encoder (we use both the out-of-the-box CLIP text encoder
and the fine-tuned one).

Shirt Dress Toptee Average
Backbone FT CF R@10 R@50 R@10 R@50 R@10 R@50 R@10 R@50

RN50 ✗ Sum 19.73 35.53 17.60 36.09 21.83 42.84 19.72 38.15
RN50 ✓ Sum 30.71 52.21 27.52 51.66 33.61 58.95 30.61 54.27
RN50 ✗ Combiner 31.80 53.38 26.82 51.31 33.40 57.01 30.67 53.90
RN50 ✓ Combiner 35.77 57.02 31.73 56.02 36.46 62.77 34.65 58.60

RN50x4 ✗ Sum 25.27 41.27 20.62 40.36 27.43 47.83 24.44 43.15
RN50x4 ✓ Sum 35.77 57.41 31.14 55.18 38.09 61.04 35.00 57.88
RN50x4 ✗ Combiner 36.36 58.00 31.63 56.67 38.19 62.42 35.39 59.03
RN50x4 ✓ Combiner 39.99 60.45 33.81 59.40 41.41 65.37 38.32 61.74

Table 1. Recall at K on FashionIQ validation set varying the com-
bining function and the CLIP text encoder. FT stands for fine-
tuning and denotes whether the text encoder used has been fine-
tuned in the first stage. CF stands for combining function and
denotes which function has been used to combine the query fea-
tures

We report the results for each combination in Table 1 for
FashionIQ dataset and in Table 2 for CIRR dataset.

The effectiveness of the simple sum of out-of-the-box
CLIP features for conditioned image retrieval was already
known for FashionIQ dataset [3]; from our experiments we
can see that, also for a broader domain dataset such as
CIRR, the performance remains solid. This fact is very
interesting, it makes us suppose that the CLIP common
embedding maintains a certain degree of additivity, which
makes the sum baseline perform quite well despite its sim-
plicity and the absence of task-specific training.

Recall@K Rsubset@K
Backbone FT CF K = 1 K = 5 K = 10 K = 50 K = 1 K = 2 K = 3

RN50 ✗ Sum 21.24 50.68 64.29 87.32 54.48 75.94 87.66
RN50 ✓ Sum 31.57 65.10 77.47 94.47 65.31 84.64 93.06
RN50 ✗ Combiner 31.28 64.84 77.88 94.90 62.04 81.58 91.60
RN50 ✓ Combiner 37.00 70.94 82.28 96.13 67.47 85.39 93.66

RN50x4 ✗ Sum 21.96 52.24 66.18 88.18 52.71 74.74 86.73
RN50x4 ✓ Sum 32.62 67.02 79.74 95.31 65.41 84.67 92.54
RN50x4 ✗ Combiner 33.63 67.16 80.22 95.58 63.62 82.85 92.15
RN50x4 ✓ Combiner 39.75 73.71 83.90 96.87 70.92 87.42 94.19

Table 2. Recall at K on CIRR validation set varying the combining
function and the CLIP text encoder. FT stands for fine-tuning and
denotes whether the text encoder used has been fine-tuned in the
first stage. CF stands for combining function and denotes which
function has been used to combine the query features

The improvement obtained with the text encoder fine-
tuning (keeping as a combining function the sum of query
features) confirms our intuitions about the necessity of
breaking the symmetry between the text-images embedding
spaces by making the text one contains displacement vec-
tors in the image manifold. Using both backbones and
in both datasets the improvement obtained with such text
encoder fine-tuning is very consistent and comes close to
equaling the improvement achieved by using the Combiner
network over the non fine-tuned features.

Finally it is very remarkable to notice that the Combiner
network benefits from the usage of the fine-tuned textual
features further improving the overall results. These results
are coherent with the Combiner architecture, in fact, as il-
lustrated in Figure 4, it is trained to learn the offset with re-
spect to a learned convex combination of textual and visual
features. The more discriminative this convex combination
is, the simpler is the task of this network.

It is also worth mentioning that performing fine-tuning
of the text encoder during training of the Combiner network
does not result in any performance improvement. This lack
of improvement was already shown by [3] in their ablation
studies.

4.3. Comparison with SotA

In this section we compare the proposed method re-
sults with state-of-the-art models on FashionIQ and CIRR
datasets.

Table 3 shows the comparison between our method and
current state-of-the-art models on the FashionIQ validation
set. Our two-stage approach manages to achieve state-of-
the-art results in all recall metrics using both backbones.
Compared to [3], which also uses CLIP features and a simi-
lar Combiner network, thanks to the carefully crafted two
stage approach and the enhanced Combiner, we improve
up to ∼ 5% both on average R@10 and average R@50.
Compared to the other SotA approaches the performance
improvement is even greater with an average improvement
of ∼ 9% on R@10 metric and ∼ 7% on R@50 metric over
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Shirt Dress Toptee Average
Method R@10 R@50 R@10 R@50 R@10 R@50 R@10 R@50

JVSM [4] 12.0 27.1 10.7 25.9 13.0 26.9 11.9 26.6
CIRPLANT w/OSCAR [22] 17.53 38.81 17.45 40.41 21.64 45.38 18.87 41.53
TRACE w/BERT [15] 20.80 40.80 22.70 44.91 24.22 49.80 22.57 46.19
VAL w/GloVe [5] 22.38 44.15 22.53 44.00 27.53 51.68 24.15 46.61
MAAF [9] 21.3 44.2 23.8 48.6 27.9 53.6 24.3 48.8
CurlingNet [38] 21.45 44.56 26.15 53.24 30.12 55.23 25.90 51.01
ARTEMIS [8] 21.78 43.64 27.16 52.40 29.20 54.83 26.05 50.29
RTIC-GCN w/GloVe [30] 23.79 47.25 29.15 54.04 31.61 57.98 28.18 53.09
CoSMo [19] 24.90 49.18 25.64 50.30 29.21 57.46 26.58 52.31
AACL [33] 24.82 48.85 29.89 55.85 30.88 56.85 28.53 53.85
DCNet [17] 23.95 47.30 28.95 56.07 30.44 58.29 27.78 53.89
SAC w/BERT [14] 28.02 51.86 26.52 51.01 32.70 61.23 29.08 54.70
Baldrati et al (RN50x4) [3] 35.76 56.20 27.20 53.57 36.31 61.14 33.09 56.99

Proposed approach (RN50) 35.77 57.02 31.73 56.02 36.46 62.77 34.65 58.60
Proposed approach (RN50x4) 39.99 60.45 33.81 59.40 41.41 65.37 38.32 61.74

Table 3. Comparison between our method and current state-of-
the-art models on the Fashion-IQ validation set. Best scores are
highlighted in bold, second best scores underlined.

Recall@K Rsubset@K
Method K = 1 K = 5 K = 10 K = 50 K = 1 K = 2 K = 3

TIRG† [35] 14.61 48.37 64.08 90.03 22.67 44.97 65.14
TIRG+LastConv† [35] 11.04 35.68 51.27 83.29 23.82 45.65 64.55
MAAF† [9] 10.31 33.03 48.30 80.06 21.05 41.81 61.60
MAAF+BERT† [9] 10.12 33.10 48.01 80.57 22.04 42.41 62.14
MAAF−IT† [9] 9.90 32.86 48.83 80.27 21.17 42.04 60.91
MAAF−RP† [9] 10.22 33.32 48.68 81.84 21.41 42.17 61.60
ARTEMIS [8] 16.96 46.10 61.31 87.73 39.99 62.20 75.67
CIRPLANT † [22] 15.18 43.36 60.48 87.64 33.81 56.99 75.40
CIRPLANT w/OSCAR † [22] 19.55 52.55 68.39 92.38 39.20 63.03 79.49

Proposed approach (RN50) 35.81 68.80 80.17 95.25 66.96 85.25 93.13
Proposed approach (RN50x4) 38.53 69.98 81.86 95.93 68.19 85.64 94.17

Table 4. Comparison between our method and current state-of-
the-art models on the CIRR test set. Best scores are highlighted in
bold, second best scores underlined. † denotes results cited from
[22]

the best competing method [14]. Between the two back-
bones, we note that the bigger RN50x4 obtains the best per-
formance, with an improvement on the smaller RN50 in the
range of about 3% to 5% in all categories. The results ob-
tained using the RN50 backbone, beside the comparable re-
sult with DCNet [17] in Dress R@50, are always the second
best results w.r.t. the RN50x4 backbone.

Table 4 shows the comparison between our method and
current state-of-the-art models on the CIRR test set. These
quantitative results are obtained through the official eval-
uation server. Also in this dataset our approach manages
to outperform current methods especially in low rank recall
measures where we achieve an impressive improvement up
to ∼ 19% in R@1. The results within the subset of the
queries are even better, with an improvement up to ∼ 29%
in RSubset@1; this excellent result shows how our approach
is also capable of capturing fine-grained modifications be-
tween similar images. Compared to FashionIQ the gap be-
tween the two backbones is smaller and stabilizes in the
range of about 0.5% to 2% in all recall metrics. As in Fash-
ionIQ, the results obtained using the RN50 backbone are
always the second best results w.r.t. the RN50x4 backbone.

Figure 5. Histograms of cosine similarities between combined fea-
tures pairs. The x-axis represents the cosine similarities while the
y-axis represents the (normalized) number of pairs. In the top line
plots we have used the simple sum as a combining function, in
the bottom line ones we have used the Combiner network. In the
left side plots we used the out-of-the-box CLIP text encoder, in
the right ones we used the text encoder fine-tuned during the first
stage of the training. The histogram is normalized such that the
area under each curve integrates to 1.

4.4. Feature distribution study

In this section we present a few experiments which aim
to provide an intuition on how the combined features are
distributed in the embedding space. Specifically we focus
on the text encoder fine-tuning and the Combiner network
effects. Although the experiments were performed on both
datasets, since the results are exactly the same we report
only the experiments performed on the FashionIQ dataset.
All the experiments were carried out on the validation set to
avoid biased results.

We are going to report two different sets of experiments
with distinct objectives. The first one focuses on studying
the feature distribution in the embedding space while the
second one aims to explore how such feature distribution
affects the multimodal retrieval process.

For studying how the combined features are distributed
in the embedding space, following [21], we compute the
pairwise cosine similarities among them. Obviously, the
more the features are evenly distributed, the lower their av-
erage similarity will be. In each of our experiments we ran-
domly sample 50K pairs from the dataset since, because of
the quadratic growth, it is unfeasible to use them all.

Figure 5 shows how such pairwise similarities are dis-
tributed. The reduced cosine similarity of combined fea-
tures after the text encoder fine-tuning shows that it leads
to a more efficient use of the embedding space with more
discriminative features. This effect of a better occupation
of the embedding space can be noticed, even to a greater
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Figure 6. Histograms of cosine similarities between combined and
target/non-target features. The x-axis represents the cosine sim-
ilarities while the y-axis represents the (normalized) number of
pairs. In orange•: cosine similarities between combined and non-
target features. In blue•: cosine similarities between combined and
target features. In green•: similarity gap between combined-target
and combined-non target features. In the top line plots we have
used the simple sum as a combining function, in the bottom line
ones we have used the Combiner network. In the left side plots
we used the out-of-the-box CLIP text encoder, in the right ones
we used the text encoder fine-tuned during the first stage of the
training. To manage different number of images the histogram is
normalized such that the area under each curve integrates to 1

extent, if we consider the similarity differences between us-
ing the simple sum and using the Combiner as a combining
function. It is interesting to see how both the fine-tuning
of the textual encoder and the Combiner network contribute
to reduce the cone effect: i.e. the fact that “the effective
embedding space is restricted to a narrow cone for trained
models and models with random weights” [21].

The previous experiments illustrate how both stages of
our training pipeline affect the embedding space. However,
they do not explain why such increased occupation should
boost the retrieval performance. The second set of experi-
ments deals precisely with that, i.e. studying the influence
of such embedding space reshaping in the retrieval task.

We compute the cosine similarities between the com-
bined features and the index image features. In detail, for
each experiment, we perform two distinct computations: in
the first one we compute the similarities between the com-
bined features and the target features, in the second one the
similarities are computed between the combined features
and index features which differ from the target one. In our
setting we compare each combined feature with ten non-
target features which are randomly selected from the index
image features.

Figure 6 highlights the similarities between combined

features and target/non-target image features. It is inter-
esting to note that we achieve the highest combined-target
features average similarity using the sum of untuned CLIP
features. The fine-tuning first and the Combiner network
then, rather than closing the gap with the target features,
they widen it with the non-target features. We formulate the
hypothesis that, in the datasets we experimented with, the
retrieval performances are more influenced by the similarity
gap between the combined-target and combined-non target
features (displayed in Figure 6 as the green arrow) rather
than the absolute value of the combined-target similarity.

The two sets of experiments show two sides of the same
coin. In the first experiment it is shown that, thanks to the
fine-tuning and the Combiner network, the combined em-
bedding space is used in a more efficient way. In the second
experiment it is shown how this increased efficiency is fun-
damental to “move away” the combined features from the
non-target features.

5. Conclusions
In this paper we present a novel fine-tuning scheme for

conditioned image retrieval using CLIP-based features: we
fine-tune the CLIP text encoder to adapt its embedding
space to the task breaking up the symmetry between the en-
coders. We then propose a novel two-stage approach which
integrates the CLIP text encoder fine-tuning with the train-
ing of a Combiner network which learns to combine the
multimodal query features.

We conducted experiments on the fashion dataset Fash-
ionIQ and on the open domain dataset CIRR. Experiments
on both dataset show that our two-stage approach manages
to reach state-of-the-art results by a consistent margin. The
performances of the proposed method are particularly solid
on low rank recall measures indicating the ability of captur-
ing fine-grained modifications among similar images.

Finally we conducted a study which aims to explain the
effects of our approach on feature distribution in the em-
bedding space and how these effects are related to perfor-
mance in the retrieval task. From the experiments we can
notice that both the text encoder fine-tuning and the Com-
biner network training led to a more efficient usage of the
embedding space. Moreover it is shown that such increased
sparsity in the embedding space helps to “move away” the
combined features from the non-target ones improving the
effectiveness of the retrieval.
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